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ABSTRACT: Recent studies in parallel computing have mainly focused on physically producing multiple computing sites 

for computational speed-up and not considered theories and methodologies, which are the essence of parallel computing, 

and correctness as well. It means that the studies have mostly considered cost-effectiveness, that is, how many computing 

sites are produced determines how much computing speed improves. This study proposes an algorithm to estimate the 

effectiveness of parallel computing based on the model with established theories and methodologies, which are the essence 

of parallel computing, and with assured correctness, instead of exploring such cost-effectiveness. Moreover, we will 

demonstrate the effectiveness of the proposed method by applying it to one of constraint satisfaction problems, Pic-a-Pix 

Puzzle, and comparing sequential computing time with estimated parallel computing time based on the dynamic generation 

of equivalent transformation (ET) rules. 
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I. INTRODUCTION 
Recently, there has been an increase in study of parallel computing and in its importance [1,5,6,8]. Parallelization 

can be mainly divided in two categories: in local area (LAN) and in CPU [12,14]. The former speeds up the computation by 

using a supercomputer to make the master processor and multiple slave processors share the computing. The latter executes 

multithreaded applications on the multi-core processor. 

Recent studies in parallel computing have mainly focused on physically producing multiple computing sites for 

computational speed-up and not considered theories and methodologies, which are the essence of parallel computing, and 

correctness as well [5,7,8]. It means that the studies have mostly considered cost-effectiveness, that is, how many computing 

sites are produced determines how much computing speed improves. The purpose of this study is to propose an algorithm to 

estimate the effectiveness of parallel computing based on the model with established theories and methodologies, which are 

the essence of parallel computing, and with assured correctness, instead of exploring such cost-effectiveness. Specifically, 

we adopt the parallel computing model (with multiple processors and CPUs) based on the dynamic generation of equivalent 

transformation (ET) rules, which is on the basis of the sequential computation model (with one processor) [2,3,9] based on 

the dynamic generation of ET rules [4]. This model executes costly generation of ET rules in dynamic and parallel way in 

multiple computing sites. ET is to preserve the meaning of the problem and to transform it to another simplified problem. An 

ET rule is a meaning-preserving transformation rule. It operates by, first, rewriting a definite clause by replacement of its 

body and, then, making clause specialization. Based on this model, it is possible that we conduct actual measurement of the 

effectiveness of parallel computing using with multiple slave processors and CPUs. However, this study provides the model 

with multiple abstract computing sites and independently operating virtual CPUs and proposes an algorithm to estimate the 

effectiveness of parallel computing without actual measurement. 

Moreover, we will demonstrate the effectiveness of the proposed method by applying it to one of constraint 

satisfaction problems [10,11,13,15], Pic-a-Pix Puzzle [16], and comparing sequential computing time with estimated parallel 

computing time based on the dynamic generation of ET rules. 

 

II. SEQUENTIAL COMPUTING MODEL BASED ON THE DYNAMIC GENERATION OF ET 

RULES 
This study is based on a sequential computing model on the basis of the dynamic generation of ET rules, and the 

sequential computing model is used for a comparison in the experiment. We will define, therefore, the sequential computing 

model first in this section, then outline “Pic-a-Pix Puzzle [16]”, which is used in the experiment of this study, and describe 

the generation of ET rules with the specific example. 

 

2.1 Definition of The Sequential Computing Model 

A sequential computing model is a model which successively simplifies problems in order to obtain solutions in the 

end by repeating the following process: if there is an applicable rule in a pre-constructed ET rule set (program), the rule will 

be applied to the problem; if not, a new rule will be generated dynamically and the rule will be applied to the problem. Fig. 1 

shows the outline of this model [2,3].  

 

Effect Estimation Method of Parallel Computing Based on 

Dynamic Generation of Equivalent Transformation Rules 

Dynamic Generation of Equivalent Transformation Rules 
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Fig. 1  Sequential Computing Model 

 

ET is to preserve the meaning of the problem and to transform it to another simplified problem. The first step of sequential 

computing corresponds to the application of ET rules. 

In Fig. 1, there is no applicable rule to the constraint set 2. A new ET rule, then, will be generated, added to the ET rule set 

and applied to the constraint set 2 so that equivalent transformation will proceed.  

 

2.2 Pic-a-Pix Puzzle 

Consider a Pic-a-Pix puzzle in Fig.2. It consists of a blank grid and clues, i.e., block patterns, on the left of every 

row and on the top of every column, with the goal of painting blocks in each row and column so that their length and order 

correspond to the patterns and there is at least one empty square between adjacent blocks. 

 

 

 

 

 

 

 

 

 

Fig. 2  A Pic-a-Pix Puzzle 

 

For example, the constraints in Fig. 1 in Section 2.1 correspond to each row or column of the puzzle, and all the 

constraints are computed with the same algorithm. This will allow each constraint of the problem to be shared and computed 

in a number of computing sites.  

 

2.3 ET Rule 

An ET rule is a meaning-preserving transformation rule.  

The following is a format of ET rules. 

H , {Cs} → {Es} , Bs.  

Here, H is an atom, and each of Cs, Es, and Bs is an atom string. An atom means an indivisible minimum sentence 

and is represented as a sequence of a predicate and zero or more of arguments. H , Cs, and Es is called head, condition part 

and execution part, respectively, and an atom which is an element of Bs is called replaced atom. Connecting atoms (string) 

with an arrow means replacing an atom (string) with another atom (string). 

 

2.4 ET Rule Generation 

This section describes a method of generating ET rules with an example of Pic-a-Pix Puzzle. 

Dynamic generation of ET rules is that if there is no applicable rule during the process of ET by applying ET rules 

in the problem, a new rule will be dynamically generated. Adding the new rule to the program will allow the ET to be 

continued. It is shown in the part of Fig. 1, that is, generating ET rule Rk from “Constraint Set 2” and adding it to ET rule set. 

In the case of Pic-a-Pix Puzzle, as shown in Fig. 2, rules are generated with the following algorithm depending on 

each sequence of numbers of the puzzle. 

(1) From the list (row or column) consisting of the first argument, which is the number of blocks to be painted, and the 

second argument, which is n elements (block), the common part of the list is  obtained, and if it is determined, a rule is 

generated. 

(2) From the beginning of the list, sort out undetermined elements with each case, apply 1 or 0 to every case, specialize the 

common part depending on the number of blocks to be painted and determine either 1 or 0. 

For the fourth row of the puzzle shown in Fig. 2, Fig. 3 shows a method of generating ET rules.  
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Fig. 3 An Example of Rule Generation 

 

ET Rule1 and ET Rule2 shown in Fig. 3 are explained. 

ET Rule1 is a rule which transforms the list consisting of “the number of painted block is three” and “five blank 

blocks” into a predicate which suggests painting the common part, the third (*C) block. ET Rule2 is a transformation rule in 

which the list consisting of “the number of painted block is three” and “the first and third blocks are painted” transforms into 

“the second block is painted {(:= *A 1)}” and “the fourth and fifth blocks become blank {(:= *B 0) , (:= *C 0)} in order to 

satisfy the condition to paint three consecutive blocks.  

 

III. PARALLEL COMPUTING MODEL BASED ON THE DYNAMIC GENERATION OF ET 

RULES 
A parallel computing model based on the dynamic generation of ET rules [4] consists of the Master computer and 

multiple computing sites (Slaves). Costly rule generation is done in each computing site, and the fastest generated ET rule is 

applied to the constraint sets to obtain a new more simplified constraint set. A solution will be obtained by repeating this 

operation. Fig. 4 shows the outline of this model. 

 

The computation of this model follows from 1 through 4 below.  

1.  Generate a set of constraints (Constraint Set 0) to solve a constraint satisfaction problem. 

2.  Each atom of the constraint set is sent to multiple computing sites (Slaves) and costly ET rule generation is done in each 

Slave. 

3.  Apply the first generated ET rule of the ET rules generated in 2 to the constraint sets successively and obtain a new 

simplified constraint set. 

4.  If the solution of the problem is obtained, the computing is finished. If not, it goes back to 2.  

 
Fig.4  Parallel Computing Model 

 

IV. EFFECT ESTIMATION OF PARALLEL COMPUTING BASED ON THE DYNAMIC 

GENERATION OF ET RULES 
This section proposes a method to estimate to what extent the computing become more efficient in the case of 

parallelization.  

 

4.1 Effect Estimation Method of Parallel Computing 

An effect estimation method of parallel computing is a method in which operations will be continued repeatedly 

until no constraint of the problem (atom) exists, and when no atom exists, an estimated parallel computing time is output. 
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First, an ET rule is generated for each atom in constraint sets, then the fastest generated ET rule is applied to the constraint 

set, and a new constraint set is obtained. The applied ET rule is deleted. 

 

An algorithm to estimate the effect of parallel computing is shown below. 

Given a set C of atoms. Here, T is an estimated parallel computing time. S is a set of pairs of a generated rule and a 

time. rt is a time for rule r to be generated. t is the time taken until a new constraint set is obtained after the rule is applied to 

the constraints sets. 

 

(1)  T= 0, S = {}. 

(2)  while C =/= {} do  

(2-1)  For any atom a in C 

gen(a) = (rt, r).   // rule r is generated. 

S = S ⋃ {(T + rt +τ+ t, r)}   // τ is a delay for sending and receiving. 

(2-2)  S’ = sort(1, S).   // sort by the first argument. 

(2-3)  Let (rt, r) be the first pair in S’. 

(2-4)  If T < rt, then T = rt. 

(2-5)  Apply the rule r to an atom in C to have new C. (The time at this point is t.) 

(2-6)  S = S - {(rt, r)}. 

(3)  return T 

 

This algorithm is explained. 

(1) Initialize an estimated parallel computing time and a set of pairs of a generated rule and a time. 

(2) Repeat the operation from (2-1) to (2-6) until no atom in the problem exists. 

(2-1) For each atom, create a pair of an ET rule and its generating time. Then, create a set of pairs of T, rt, τ, t and an ET rule. 

(2-2) Sort the set created in (2-1) by ascending order of total time of T, rt, τ and t. 

(2-3) Take out the first sorted pair of S’. 

(2-4) If rt is more than T, let rt be T. 

(2-5) Apply the rule taken out in (2-3) to the atom and obtain a new atom. 

(2-6) Delete the applied pair of the ET rule and generating time. 

(3) When there is no atom in the problem, return the estimated parallel computing time as a solution. 

 

4.2 Estimation of Parallel Computing Time in Pic-a-Pix Puzzle 

Fig. 5 shows the estimated parallel computing time based on dynamic generation of ET rules which was obtained 

using a 7 x 7 Pic-a-Pix Puzzle (let τ, which is defined in Section 4.1, be 0msec). 

 

 
Fig.5  Calculation of Estimated Parallel Computing Time 

Fig. 5 is explained based on Section 4.1. 

 

The numbers from 0 to 22 represent the constraint set number. For example, four ET rules are generated in the 

constraint set 0. The fastest generated rule (in this case, it is the bottom of four rules in Fig. 5, which is generated in 7msec) 

is applied an atom (constraint), and a new atom is generated. The time to generate this new atom is 3msec. That is, it takes 

10msec (= 7+3) to the obtainment of a new atom from the generation of the bottom rule and the application of it to an atom. 

Next, the fastest generated rule in the sum of the rules of the unused rule set generated in the constraint set 0 and the 

rule set generated in the constraint set 1 (in this example, the second rule from the bottom generated in the constraint set 0) is 
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applied to an atom, and a new atom is obtained. In this case, it takes 15msec to generate the rule, and 6msec from the 

application of the rule to an atom to the obtainment of a new atom. 

Next, the fastest generated rule in the sum of the rules of the unused rule set generated in the constraint set 0, that in 

the constraint set 1 and the rule set generated in the constraint set 2 (in this example, the third rule from the bottom generated 

in the constraint set 0) is applied to an atom, and a new atom is obtained. In this case, it takes 31msec to generate the rule, 

and 6msec from the application of the rule to an atom to the obtainment of a new atom. Repeat the same process and obtain 

the Answer by applying the generated rule in constraint set 20(the rule above the two rules generated in the constraints set 

20). 

 

The followings show “Constraint set before the rule is applied  ➞  The rule which is applied  ➞  Constraint set after the rule 

is applied  ･･･  Estimated time” from the constraint set 0 to the Answer. 

Constraint Set 0 ➞ Apply the second rule from the top generated in the Constraint Set 0  

➞ Constraint Set 3 ･･･ 37msec (= 31 + 6) 

Constraint Set 3 ➞ Apply the second rule from the top generated in the Constraint Set 3  

➞ Constraint Set 8  ･･･ 7msec   (= 7 + 0) 

Constraint Set 8 ➞ Apply the rule generated in the Constraint Set 8   

➞ Constraint Set 11 ･･･ 22msec (= 19 + 3) 

Constraint Set 11 ➞ Apply the rule under the rules generated in the Constraint Set 11  

➞ Constraint Set 13 ･･･ 6msec (= 3 + 3) 

Constraint Set 13 ➞ Apply the rule generated in the Constraint Set 13  

➞ Constraint Set 17 ･･･ 7msec (= 7 + 0) 

Constraint Set 17 ➞ Apply the rule generated in the Constraint Set 17  

➞ Constraint Set 20 ･･･ 11msec (= 11 + 0) 

Constraint Set 20 ➞ Apply the above the rules generated in the Constraint Set 20   

➞ Answer                ･･･ 15msec (= 15 + 0) 

 

The total of these estimated parallel computing times is 105msec(= 37 + 7 + 22 + 6 + 7 + 11 + 15). The sequential 

computing time for this example is 1920msec. Then, if the sequential computing time is set to 1, the estimated parallel 

computing time becomes 0.05. The computing time, thus, is found to be greatly reduced. 

 

V. CALCULATION OF THE PARALLEL ESTIMATED COMPUTING TIME TAKING INTO 

ACCOUNT THE COMMUNICATION TIME 
In this section, it is studied how the estimated parallel computing time changes if the communication time is taken 

into account. That is, τ defined in section 4.1 is considered. 

 

5.1 Calculation of  The Estimated Time Taking into The Fixed Communication Time 

In this section, set the communication time to 10msec in the example in section 4.2 and calculate the estimated 

parallel computing time. The result is shown in Fig. 6. The process flow of the parallel computing time and the estimated 

time change by adding the communication time of 10msec for the calculation made in Fig. 5. For instance, in Fig. 6, four 

rules are generated in the constraint set 0. The bottom rule, which is generated in the fastest time, 7msec, is applied to an 

atom, and a new atom is obtained. The time for this is 3msec and the communication time is 10msec. The process flow to 

obtain the estimated parallel computing time until the solution is obtained is the same as that in Fig. 5. 

 
Fig.6 Calculation of Estimated Parallel Computing Time (Taking into Account Communication Time of 10msec) 
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Fig. 6 shows that in the case of taking into account the communication time of 10msec, the estimated parallel 

computing time is 175msec. When the sequential computing time is set to 1, the estimated parallel computing time becomes 

0.09, and the computing time is greatly reduced. 

 

5.2 The Change of The Estimated Time Due to The Change of The Communication Time 

In this section, it is studied how the estimated time changes when the communication time is changed from 0msec 

to 200msec. The result is shown in Fig. 7. This graph shows that the communication time of which the range is from 0msec 

to 30msec greatly affects the computing time, however, the communication time over 30msec does not much affect it. 

 

 
Fig.7 Changes in Computing Time with Communication Time 

 

VI. CALCULATION OF THE ESTIMATED PARALLEL COMPUTING TIME BY THE PROGRAM 
This section compares the estimated computing time with the sequential computing time when a Pic-a-Pix Puzzle is 

solved with the program, which is created using an ET programming language [17] to obtain the estimated parallel 

computing time. 

As experimental data, we chose five 15 x 15-size Pic-a-Pix Puzzles from http://starscafe.net/riddle/logic/ [16] and 

compared the average sequential computing time of ten times with the average estimated parallel computing time of ten 

times. The result is shown in Table 1. Here, Table 1 shows the ratio of the estimated parallel computing time when the 

sequential computing time is set to 1. 

 

 
Table 1  Comparison of Computing Time 

 

It can be found from Table 1 that the parallel computing time is greatly reduced compared with the sequential 

computing time. It is assumed that this is because ineffective rules which make computational efficiency lower were not 

applied to the problem when the problem was solved with the parallel computation. Available rules are applied regardless of 

anything else in sequential computing, whereas such ineffective rules can be eliminated in parallel computing. 

 

VII. CONCLUSIONS 
We proposed an algorithm to estimate the effect of parallel computing using a parallel computing model based on 

the dynamic generation of ET rules. This study provided a model with multiple abstract computing sites and independently 

operating virtual CPUs and estimated the effect of parallel computing on the model.  Furthermore, we have demonstrated the 

effectiveness of the proposed method by creating a program which estimates the effect of parallel computing, solving several 

Pic-a-Pix Puzzles with the program and comparing the sequential computing time with the parallel computing time. This 

study used Pic-a-Pix Puzzles as examples of constraint satisfaction problems. We would like to demonstrate the 

effectiveness of the proposed method by applying it to various examples in the future.  
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