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Abstract: Skyline is used in a distributed database, because the database will not be in one system. It will be stored in 

multiple systems reside at different locations, if it is connected using internet. A Query is called as “Skyline”, which query 

works or execute based on data points. “Skyline” query returns many multidimensional points. It extracts the information 

from different places of distributed database at different sites. Skyline query returns all the interesting points that are not 

dominated by any other points. Skyline queries play an important role in multi criteria decision making and the user 

preference applications. For example, a tourist can issue a skyline query on a hotel relation to get those hotels with high 

stars and cheap prices. This paper presents the skyline query processing in distributed environment using filtering. 
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I. INTRODUCTION 
Developments in the past couple of years have revealed a trend towards distributed data management and the 

storage systems. In the presence of the huge amounts of data that today’s systems are providing access to, it is a tedious task 

for a user to find the most interesting available data without using the advanced query types, such as skyline queries. 

Whereas the problem is known as the skylines in database research, in other areas it was already known before as the 

maximum vector problem or the Pareto optimum [1] [2]. The popularity of the the skyline operator is mainly due to its 

applicability for decision making applications; skyline queries help users make intelligent decisions over complex data, 

where different and often conflicting criteria are considered. 

Skyline queries have originally been proposed for centralized environments [3], i.e., single-database environments. 

As now- a- days data is increasingly stored and processed in a distributed way, skyline processing over distributed data has 

attracted much attention recently. Skyline query processing in the distributed environments poses inherent challenges and 

requires non-traditional techniques due to the distribution of content and the lack of global knowledge. There are various 

different distributed systems with a different requirements and unique characteristics that have to be exploited for efficient 

skyline processing. Peer-to-peer (P2P) systems can be considered as an example of the distributed system architecture for 

which several distributed skyline approaches have been proposed. Other architectures, such as the Web information systems, 

parallel shared-nothing architectures, distributed data streams, or wireless sensor networks have different requirements. 

The variety of existing distributed systems leads to the variety of existing distributed skyline approaches. Moreover, 

the fact that several skyline variants, beyond the traditional skyline operator, have also been proposed in the past decade [4] 

[5] leads to various distributed approaches that support different skyline variants. The most important variants are- subspace 

skylines (only some attributes of a tuple are considered for evaluation), constrained skylines, and dynamic skyline queries 

(the skyline is not executed in the original data space but the data points are transformed into another data space before 

evaluating the skyline). The characteristic of the skyline variants requires sophisticated and specialized algorithms for 

efficient processing. Depending on the underlying network and the communication architecture, these variants allow for 

different optimizations. 

 

II. RELATED WORK 

A distributed skyline query can be processed by evaluating multiple constrained skyline queries on the different 

servers. A framework, called SkyPlan [6] has been proposed that maps the dependencies between the queries into a graph 

and generates cost-aware execution plans. The one of the possible ways to deal with geographically scattered data has been 

studied using a framework called PadDSkyline [7]. The theme of incomparability for skyline computation has also been 

explored. The authors have proposed and compared skyline computation based on dominance and incomparability through 

algorithms BSkyTree-S and BSkyTree-P [8]. The progressive skyline computations using DSL [9] and other algorithms [10] 

have also been proposed for query load balancing. The advent of the multi-core processors is making a profound impact on 

software development. 

In [11] , the authors have modified the basic skyline computation algorithms SFS (Sort Filter Skyline), BBS 

(Branch and Bound Skyline) and SSkyline (Simple Skyline) to induce the possible parallelism in them and have proposed a 

new algorithm PSkyline (Parallel Skyline). In [12], the authors have proposed an algorithm called as SSP (Search Space 

Partitioning) which exploits features of BATON -Balanced Tree Overlay network for indexing the dataset so that in 

structured peer to peer network, the peers will be accessed to the minimum and exact data sub space to compute the skyline 

can be searched efficiently. Other aspects of the parallel skyline computation like rank-aware queries, constrained skyline 

queries and progressive skyline computation in P2P networks have been proposed in [13] respectively. Proper data sub space 

partitioning is another aspect of the parallel skyline computation. The related approaches have been discussed in [14]. 

Skyline Query Processing using Filtering in Distributed 

Environment 
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III. PROPOSED WORK 

In our proposed work, given a distributed environment without any overlay structures, our main objective is 

efficient query processing strategies that shorten the overall query response time. We first speed up the overall query 

processing by achieving parallelism of the distributed query execution. Given a skyline query with some constraints, all 

relevant sites are partitioned into incomparable groups among which the query can be executed in parallel. Within each 

group, specific plans are proposed to further improve the query processing involving all intra- group sites. On a processing 

site, multiple filtering points are deliberately picked based on their overall dominating potential from the “local skyline”. 

They are then sent to the other sites with the query request, where they help identify more unqualified points that would 

otherwise be reported as false positives, and thus, reducing the communication cost between data sites. 

Filtering points are selected from the local skyline result that initially obtained. Suppose that the initial skyline 

result is SKinit = {s1; s2; . . . ; sl}, we need to select K (<l) points from it as the “multiple” filtering points. We study two 

heuristics that guide the selection of K filtering points from l(>k) skyline points. The first heuristic for selecting the multiple 

filtering points maximizes the sum of the values of all possible choices. To accomplish this, we need to sort points in SKinit 

in a non- ascending order and then pick the top-K ones. We call this heuristic MaxSum. It actually simplifies the 

computation by ignoring the overlapping between different “skyline” points dominating regions. The smaller the 

“overlapping” regions are, the more accurate the method will be. In the second heuristic, we intend to take into account the 

topology between the filtering points, to reduce the overlapping faced by the first heuristic. “Distance” is a simple metric to 

help consider this. Intuitively, the farther two “skyline” points are apart, the less their dominating regions overlap. Hence, we 

propose a greedy heuristic, called “MaxDist”, which maximizes the distance between filtering points. The algorithm of this 

heuristic is shown in Algorithm 1. 

 

Algorithm 1: 

Maxdist (SKinit, K) 

 

Input: initSK  is the initial skyline; 

            K is the number of filtering points needed; 

Output: a set of multiple filtering points. 

 

Step 1: fltF =  

Step 2: Pick iS and jS from initSK  satisfying | iS , jS | > |
1

iS ,
1

jS | 

              1<= 
1

iS ,
1

jS <=l; 

Step 3: fltF = { iS , jS }; 
1SK = initSK -{ iS , jS }; 

Step 4: While | fltF |<K do 

Step 5: Pick iS from 
1SK  satisfying 

             
 fltFsj

| iS , jS |>= 
 fltFsj

|
1

iS , jS |,
1

iS  1SK  

Step 6: fltF = fltF U { iS }; 
1SK = initSK -{ iS }; 

Step 7: return fltF  

 

Initially, it picks from “SKinit” two points between which the distance is the largest among all pairs (line 2). Then, 

it incrementally selects points from “SKinit” and adds them to the filtering set, until K filtering points are obtained. In every 

incremental step, the point with the maximal sum of the distances to all current filtering points is selected (line 5).     

The idea behind “MaxDist” heuristic is good, but it is difficult to implement strictly due to its computational 

complexity. Therefore, we count the sum of distance between a point and all the current filtering points in MaxDist, and then 

pick the one with the maximum sum as a new filtering point. The improved version of the basic heuristic “MaxDist”, called 

“MaxDist2”, is shown in Algorithm 2. 

 

Algorithm 2: 

Maxdist2(SKinit, K,  ) 

 

Input: initSK  is the initial skyline; 

           K is the number of filtering points needed; 

            is the distance threshold 

Output: a set of multiple filtering points. 
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Step 1: fltF =  

Step 2: Pick iS and jS from initSK  satisfying | iS , jS | > |
1

iS ,
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jS | 

              1<= 
1

iS ,
1

jS <=l; 

Step 3: fltF = { iS , jS }; 
1SK = initSK -{ iS , jS }; 

Step 4: While | fltF |<K do 

Step 5: Pick iS from 
1SK  satisfying 

           
 fltFsj

| iS , jS |>= 
 fltFsj

|
1

iS , jS |,
1

iS  1SK  

Step 6: and dist( iS , jS ) >  ; 

Step 7: fltF = fltF U { iS }; 
1SK = initSK -{ iS }; 

Step 8:  return fltF  

 

IV. CONCLUSION 
In this paper, we have addressed the problem of constrained skyline query processing in distributed environment. 

Given a skyline query with some constraints, all relevant sites are partitioned into incomparable groups among which the 

query can be executed in parallel. Within each group, specific plans are proposed to further improve the query processing 

involving all intra- group sites. On a processing site, multiple filtering points are deliberately picked based on their overall 

dominating potential from the “local skyline”. They are then sent to the other sites with the query request, where they help 

identify more unqualified points that would otherwise be reported as false positives, and thus, reducing the communication 

cost between data sites. 
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